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Tree-Structured Models for Efficient
Multi-Cue Scene Labeling
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Abstract—We propose a novel approach to semantic scene labeling in urban scenarios, which aims to combine excellent recognition
performance with highest levels of computational efficiency. To that end, we exploit efficient tree-structured models on two levels:
pixels and superpixels. At the pixel level, we propose to unify pixel labeling and the extraction of semantic texton features within a
single architecture, so-called encode-and-classify trees. At the superpixel level, we put forward a multi-cue segmentation tree that
groups superpixels at multiple granularities. Through learning, the segmentation tree effectively exploits and aggregates a wide range
of complementary information present in the data. A tree-structured CRF is then used to jointly infer the labels of all regions across the
tree. Finally, we introduce a novel object-centric evaluation method that specifically addresses the urban setting with its strongly varying
object scales. Our experiments demonstrate competitive labeling performance compared to the state of the art, while achieving near
real-time frame rates of up to 20 fps.
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1 INTRODUCTION

V ISUAL semantic scene understanding has gained increasing
interest in recent years in both the scientific community and

in applications. While considerable progress has been made, a
sizable gap to human performance levels remains.

General settings of scene understanding require a large number
of object classes to be recognized and allow imposing only few
constraints on the overall scene layout [1], [2], [3]. In contrast,
task-specific settings typically involve a more restricted domain,
e.g. scene labeling for indoor [4] or urban outdoor scenes [5], [6].
In those scenarios, the number of different object classes to be
recognized is typically much smaller; moreover, assumptions on
the scene layout aid the recognition task. While simplifying the
problem somewhat, a number of significant challenges remain,
such as highly varying object scale and motion, partial occlusions,
and strong demands on computational efficiency, e.g. for real-
time mobile or robotics applications. Hence, a number of recent
approaches have focused on these task-specific domains [6], [7],
[8], [9].

To approach the challenges of urban scene labeling, we make
three observations: First, multiple cues are readily available,
but have not been exploited to their full extent. Second, high
quality region proposals are crucial for classification. Third, tree-
structured models allow for efficient prediction. Therefore, our
approach leverages tree structures to maximize the re-use of
intermediate computations, and at the same time to integrate
multiple cues wherever they provide complementary information.
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(a) Label annotation (b) Results based on SEOF [10]

(c) Results based on GBIS [11] (d) Results based on Stixels [12]

Fig. 1. Example results of our proposed method on three kinds of
superpixels, and comparison to ground truth annotation.

Besides appearance, we also use cues such as depth, geometry,
object detectors, and motion. Figure 1 shows example results.

Our focus is to build a state-of-the-art scene labeling system
with lowest possible execution time. To this end, we propose a
system that integrates and extends well-known components in an
efficient and clever way. Two tree structures build the foundation
of our work: an extension of randomized decision forests (RDFs)
at the pixel level and segmentation trees at the superpixel level.
While both types of approaches have been studied extensively, we
demonstrate the benefit of combining them. Our method extracts
semantic labels at the pixel level jointly with texton histograms
through a novel variant of RDFs, so-called encode-and-classify
trees. While accurate pixel-level labels help to construct our
segmentation tree, cumulative texton histograms support efficient
classification of all its segments.

Figure 2 shows an overview of our method. Superpixels are
extracted and serve as the lowest level of our multi-cue segmen-
tation tree. Each region proposal from this tree is classified and
forms a node in a tree-structured conditional random field (CRF).
Both feature extraction and inference are very efficient due to
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Fig. 2. Method overview. Arrows indicate the contribution of each available cue (rows) to the individual processing steps (columns). Central to our
approach are the proposed encode-and-classify trees, which generate pixel-level classification and texton histograms at the same time, and the
segmentation tree. Pixel classification and texton histograms are detailed in Sec. 3.1, the other cues in Sec. 5.1.

this tree structure. Features are computed once for the leaves and
accumulated in the parents on the path from leaf to root. For
inference, we apply acyclic belief propagation (BP) yielding exact
marginals.

2 RELATED WORK

There are four major related categories of research in scene
labeling. The first involves the use of segmentation trees. A
multitude of approaches [4], [7], [8], [13], [14], [15], [16], [17],
[18] relies on the hierarchical segmentation of Arbeláez et al. [19],
whereas others [20], [21], [22] construct the tree from multiple
runs of simpler superpixel algorithms, e.g. [11]. Some of the
methods exploit the tree structure for inference [16], [17], [18],
[20], [21], as we do here. However, to the best of our knowledge,
only two systems have exploited additional cues to generate the
segmentation tree, particularly depth [4], [7]. A true multi-cue
segmentation tree, as proposed here, has not been pursued.

The second category covers multi-cue scene labeling. Recog-
nition performance can be significantly improved through the use
of cues that are complementary to the image channel, e.g. depth
from stereo or RGB-D [6], [7], [23], [24], object detectors [7],
[8], [13] or motion [6], [23], [24], [25]. Multiple modalities have
been used for superpixel generation [7], [24], [26], but, except
for [4], not for a subsequent grouping of region proposals. In
our approach, various cues are jointly utilized for all algorithmic
stages, i.e. superpixel extraction, grouping, and classification, see
Fig. 2.

The third category involves RDFs and their application to fast
feature encoding and pixel labeling. First proposed by Moos-
mann et al. [27], their use has been popularized by Shotton et
al. [28] in terms of texton histograms. These infer a hierarchical
partitioning of texture and avoid the need to compute expensive
descriptors. However, they can only provide a rough semantic
category prior for each pixel and the resulting histograms are very
high-dimensional, which is impractical from an application point-
of-view (c.f . [28], Sec. 7). We solve this by proposing a novel
tree structure with explicit encoder nodes to obtain both compact
and highly discriminative texton histograms, as well as accurate
pixel-level labels simultaneously.

The fourth category involves Conditional Random Fields
(CRFs) for pixel-level classification tasks, e.g. [17], [22], [23],
[29], [30], [31], [32]. CRFs typically model statistical dependen-
cies between pixels and effectively couple unary classifier scores
with pairwise or higher-order potentials. The spatial potentials are
often constructed based on a bottom-up segmentation and support
label consistency of pixels in the same segment [17], [22], [23],

[30]. We follow this idea and connect parent with child regions in
our segmentation tree via CRF potentials. In doing so, the CRF
allows for an information flow between different segmentation
granularities.

Three recent approaches are highly related to ours. Silberman
et al. [4] segment a scene into support relations using RGB-D
cues. Our system employs a segmentation tree constructed in a
similar spirit. However, in our case information from semantics
are the driving force in tree construction, while being a side
effect in [4]. The work of Gupta et al. [7] exploits tree structures
as well as multiple cues, and shows impressive results on the
NYUD2 dataset. To obtain region proposals, a segmentation tree
is generated using a boundary detector based on appearance
and depth. The resulting regions are classified using a depth-
augmented CNN-based detector. Eventually, region proposals and
detections are used for semantic labeling. In contrast to both
works, we build the segmentation tree using robust and efficient
features, leverage the tree structure for efficient inference, and
integrate additional cues such as motion and detectors. In doing
so, we propose a near real-time method with a focus on outdoor
street scenes. Also related is the urban scene labeling approach of
Scharwächter et al. [6], which uses multi-cue scene labeling and
RDFs. Competitive results are shown by combining fast features
with spatio-temporal regularization. However, they only rely on
a single layer of greedily generated region proposals and thus
cannot recover from errors on this level. In addition, they do not
use object detectors and strongly depend on the particular choice
of superpixels.

In light of the preceding discussion, the main contributions
of this paper are: (1) randomized decision forests with explicit
encoder nodes to simultaneously provide discriminative texton
histograms and accurate pixel-level labels; (2) a multi-cue segmen-
tation tree that effectively exploits complementary information
during tree construction and classification; (3) an object-centric
evaluation measure that is suitable for typical outdoor street scenes
and complements traditional metrics.

3 TREE-STRUCTURED MODELS

We build our approach around two tree-structured models: encode-
and-classify trees on the pixel level for efficient dense feature en-
coding and pixel classification (Sec. 3.1), as well as a segmentation
tree that integrates multiple cues on the segment level (Sec. 3.2).
In Sec. 3.3, we briefly discuss the three superpixel variants used
for evaluation. Region classification and CRF inference in the
segmentation tree are described in Sec. 3.4. Within all stages of
our pipeline, we leverage depth, 3D motion in the form of point
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Fig. 3. Our proposed encode-and-classify tree structure for pixel-level
classification and texton extraction (bottom). Encoder nodes define a
sub-tree that operates on small local patches of size S1 × S1 to obtain
highly discriminative texton histograms. The remaining nodes have full
access to all pixels in the larger region S2×S2 for accurate classification.
Example of a texton map generated using one tree and the pixel-level
labeling result (top).

tracks, and object detectors; see Fig. 2 for an overview of all cues
and where they contribute. Note that our approach is independent
of the actual realization of these cues. Therefore, details are given
later in Sec. 5.1.

3.1 Encode-and-classify trees
Rather than building our approach solely on top of superpixels,
we start on the level of individual pixels using a novel randomized
decision forest. This classifier simultaneously provides pixel-level
semantic scores as well as texton maps to generate segment-level
bag-of-features histograms. As shown in [28], the tree structure of
the RDF provides a discriminative clustering of the feature space
and pooling the IDs of visited nodes over an image region yields a
texton histogram. We follow the idea of [28], but instead of using
two decision forests, one for texton extraction and one for pixel-
level labeling, we use a single forest for both tasks. To maximally
re-use computational resources, we use the output of this classifier
as higher-order features for superpixel generation, segmentation
tree construction, and classification of region proposals. Both,
semantic pixel-level labels and a texton map are visualized in
Fig. 3.

The encode-and-classify concept put forward in this work
is based on the observation that pixel-level classification and
discriminative texton generation have different demands on the
algorithm parameters. In particular, we find that good pixel-
level accuracy requires medium to large patches while texton
histograms are more discriminative if textons are extracted on
rather small patches. Our intuition is that visited node IDs of
neighboring pixels are less correlated when smaller patches are
used, so that in turn the benefit of histogram pooling is more
pronounced. We support this finding experimentally in Sec. 5.2.
Furthermore, we observe that deeply trained trees improve pixel-
level accuracy. However, with increased tree depth the number of
nodes, i.e. the histogram length and with it the region classification

runtime, increases quickly. This fact has also been pointed out in
the conclusion of [28] and is confirmed empirically in Sec. 5.2.

To overcome these conflicting demands on the tree parameters,
one could naturally use separate models for pixel labeling and
region encoding, similar to [28], which however comes at the cost
of additional runtime. We therefore propose to combine the ideal
operating points for both individual tasks within a single dual-use
model, by introducing two concepts: sub-trees for feature encoding
and range restriction. We use explicit encoder nodes, which are
special nodes in the decision trees, as depicted in Fig. 3. Starting
from the root node, encoder nodes can be seen as leaf nodes of
a sub-tree that has the main purpose of texton extraction. At the
same time, every encoder node can be the root of a following
sub-tree dedicated for pixel labeling, so that there is always only
one encoder node on the path from the root node to any leaf
node. In contrast to [27], [28], only those explicit encoder nodes
contribute to the texton histogram. At the same time, split tests of
the texton extraction sub-tree are restricted to be within a small
local range, while the following sub-tree has access to all pixels
within a larger range, as indicated by the corresponding colors of
tree edges and patches in Fig. 3. By combining both concepts, we
gain full control over the histogram length to find the best trade-off
between region-level accuracy and runtime and at the same time
keep pixel-level labeling accuracy high. Training of the decision
tree is detailed in Sec. 4.

3.2 Multi-cue segmentation tree

The key motivation of the segmentation tree is to provide region
proposals at multiple granularities, capable of capturing the signif-
icant range of scales present in street scenes. Typically, each object
in the scene is then accurately covered by one region in the tree.
This maximizes its spatial support, which is especially beneficial
for the robustness of region classifiers as used in Sec. 3.4. Note
that all features on a region level, such as histograms, geometry,
occlusion, and average pixel classifier scores, can be computed in a
cumulative fashion. Thus, they need to be computed only once for
all superpixels on the lowest level, and can then be accumulated
from leaf to root. Due to the multiple levels of the segmentation
tree, each superpixel is covered by several overlapping regions.
The final label decision is thus made in a subsequent inference
stage; a tree-structured CRF allows to do this in an efficient and
globally consistent way.

Instead of hand-crafting similarity measures between adjacent
superpixels, we use a binary classifier incorporating multiple
proximity cues. Our encode-and-classify trees provide the most

Algorithm 1 Segmentation tree construction
Input: Superpixels, edges E
Parameters: Merging rate p, number of levels nl

Level l← 1
Regions in first level Rl ← Superpixels
while l ≤ nl do

l← l + 1
Threshold wth ← pth percentile of weights(E)
Merged edges Em ← {e | e ∈ E ,weight(e) ≤ wth}
Rl ← merge(Rl−1, Em)
E ← update(E ,Rl)

end while
Output: Tree {Rl | l ∈ {0 . . . nl}}
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Highest level. May contain
multiple regions, each result-
ing in an independent tree.

Medium level. Regions re-
peated from lower levels do
not induce a new CRF node.

Lowest level. Region propos-
als become CRF nodes.

Fig. 4. Segmentation tree and resulting CRF model. Regions are
encoded by false colors, CRF nodes by black dots, and parent-child-
relations by lines.

important similarity measures: texton histogram intersection and
pixel classifier label agreement. In addition, we employ features
based on (1) 2D region geometry, i.e. spatial proximity, relative
location, common boundary length, relative size difference; (2)
depth, i.e. relative depth difference, absolute depth, spatial proxim-
ity in world coordinates, height above ground; (3) object detectors,
i.e. overlap with vehicle and pedestrian detector bounding boxes;
and (4) point tracks, i.e. velocity difference and average. Please
refer to the supplementary material for a full list of features. Using
those features, our binary classifier learns to group or separate
pairs of superpixels. This task is related to the boundary strength
classifier in [4], the same-label classifier in [33], or classifier-based
pairwise potentials in CRFs, e.g. [32]. Subsequently, we assign the
classifier scores as weights to edges connecting adjacent super-
pixels. The segmentation tree is constructed using Algorithm 1,
which only requires two parameters, the merging rate p and the
number of levels nl. Both parameters are independent of the
choice or number of superpixels. As an example, three layers of
our segmentation tree are visualized in Fig. 4.

3.3 Superpixels

Superpixels are often considered as the smallest unit for scene
labeling. This allows to extract rich features and efficiently model
long-range dependencies between pixels. To demonstrate the gen-
erality of our region proposal tree in Sec. 3.2, we use three
different kinds of superpixels: superpixels in an energy optimiza-
tion framework (SEOF) [10], graph based image segmentation
(GBIS) [11], and Stixels [12]. To bring all three superpixel variants
to a comparable level, we introduce modifications as described in
the following.

Incorporating depth. As Stixels use depth information, we also
add depth to SEOF and GBIS. Both superpixel variants are
appealing for a multi-cue setup, since they explicitly formulate
a weight between two adjacent pixels. We extend these weights to
use the disparity image D in addition to the gray value image I
for obtaining a segmentation that accurately captures both kinds
of edges. For GBIS, we define the weight between two adjacent
pixels (p, q) ∈ N as

wpq =
1

µi
|I(p)− I(q)|+ 1

µd
|D(p)−D(q)| . (1)

The normalization terms µi and µd are computed as the aver-
age absolute differences of all adjacent pixels and balance both
channels against each other. For SEOF the weights are defined

Fig. 5. Three superpixel variants we employ at the lowest level of
our region proposal tree. From left to right: SEOF [10], GBIS [11], and
Stixels [12]. In all variants, superpixels on the ground surface and sky
region are already grouped (see text) and not considered in the seg-
mentation tree. Superpixels with invalid depth information are ignored
and visualized transparently.

similarly as

wpq = e
− (I(p)−I(q))2

2σ2
i + e

− (D(p)−D(q))2

2σ2
d . (2)

Analogously, the normalization terms σi and σd are the average
squared differences of all adjacent pixels.

Finally, the median disparity is assigned to each superpixel.
Superpixels without valid disparity measurements due to stereo
occlusions are labeled as void and removed from further process-
ing, c.f . the transparent areas in Fig. 5.

Incorporating pixel classification. Stixel superpixels are ex-
tracted from depth information only and do not take into account
gray value or color information. To also make Stixels comparable
to GBIS and SEOF, we alter the computation to use the pixel
classification scores as an additional data term, as presented
in [34]. These modifications help especially in regions with weak
disparity information, e.g. the sky.

Since the Stixel representation explicitly separates ground and
sky regions, we also do so for GBIS and SEOF. Specifically, we
first compute the average score of our pixel classifier in each super-
pixel. Superpixels for which sky or ground have maximal average
classification score are removed from further consideration. Con-
sequently, all three variants deliver a comparable representation,
visualized in Fig. 5, where the remaining obstacle superpixels are
highlighted in red. The segmentation tree as introduced in Sec. 3.2
is constructed from these obstacle superpixels only.

3.4 Region classification and CRF inference

A conditional random field (CRF) is used to jointly infer the
labels y ∈ Ln of all n regions in the segmentation tree. Each
region corresponds to a node Yi in the CRF with the label space L
consisting of the sought after classes plus an additional void label.
If a parent region has a single child only, both, child and parent
regions contain the same information. Thus, the parent node is
excluded from the CRF, see Fig. 4. Given all input data x, the
posterior probability is defined as

P (Y = y |X = x) =
1

Z(x)

n∏
i=1

Φi(yi)
∏

(c,p)∈A

Ψc(yc, yp) ,

(3)
where A denotes the set of parent-child relations as defined by
the segmentation tree and Z(x) the partition function. In the
following, the unary potentials Φi, the parent-child potentials Ψc,
and the inference scheme are described.
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Unaries. For each region i in the segmentation tree, we obtain
three different classifier scores. Each is normalized to 1 and
augmented such that the void label has a score of |L|−1. First,
we average the RDF pixel classification results within the region,
yielding sPC. Second, we classify the aggregated texton histograms
to obtain sTH. Third, we build a multi-cue classifier providing sMC.
This classifier exploits features that can be efficiently extracted
using the region’s tree structure and are based on: (1) 2D region
geometry, i.e. bounding box aspect ratio, type of boundary pixels;
(2) depth, i.e. height above ground, bounding box extent in world
coordinates, occlusion strength; (3) detectors, i.e. overlap with
vehicle and pedestrian detector bounding boxes; and (4) point
tracks, i.e. average velocity. Details are given in the supplementary
material.

Finally, we interpret the scores on the pixel level and compute
the region likelihood as the product of all pixel scores. Let ni
denote the number of pixels in region i. Then, the unary is defined
as

Φi(yi) =
(
sPC(yi)

λPC sTH(yi)
λTH sMC(yi)

λMC
)ni

, (4)

where the (learned) weights λPC, λTH, and λMC capture the
different reliabilities of the individual classifiers.

Parent-child. Smoothness priors are expressed using factors be-
tween parent p and child nodes c, defined as

Ψc(yc, yp) =

{
1 if yc = yp or yp = void
e−nc otherwise

. (5)

Again, nc denotes the number of pixels in the child’s region. The
influence of this factor is similar to Robust PN potentials [35] and
expresses our expectation that parent and child nodes often belong
to the same class. However, if a node is likely to contain multiple
classes, it can be assigned to void and does not influence its child
nodes anymore. Further, a small node may have a different label
than the parent, even if the parent’s label is meaningful, e.g. a
pedestrian in front of a large building.

Inference. Since Eq. (3) is tree-structured, running sum-product
belief propagation is very efficient and provides exact marginals
P (Yi = yi |X = x) for all nodes i. For all ni pixels in a
superpixel-level node i, we assign P (Yi = yi |X = x)

1
ni as

marginal posteriors.

3.5 Temporal regularization
To obtain a consistent labeling over time, we again employ the
point tracks and feed the pixel-level CRF marginals into a time-
recursive regularization scheme [6]. The filtered posteriors are
assigned back to superpixels by averaging over all covered point
tracks. The final labeling is obtained as the label maximizing the
marginal posterior, and assigned to all pixels in each superpixel.

4 TRAINING AND TESTING

For all RDFs involved, we follow [36] to build extremely ran-
domized binary trees. Training the pixel-level encode-and-classify
trees is performed in two steps. First, we generate unary pixel
tests within the small S1×S1 patch around a pixel of interest. We
train all trees to full depth and then prune them back bottom up to
the desired number of encoder nodes, which gives us full control
over the histogram length. In each pruning iteration, we randomly
select a node from the list of all candidates for pruning, where a
candidate is a split node with both children being leafs, and prune

its children, so that the split node becomes a new leaf. Second,
we start at the encoder nodes and continue training with access
to the larger S2 × S2 patches to improve the pixel-level labeling
performance. At test time, we apply the trees to every pixel on a
regular grid with three pixels distance to reduce runtime. During
traversal of each tree, the unique ID of the passed encoder node is
stored in a tree-specific texton map. For labeling, we calculate the
average leaf node posterior distribution over all trees.

Next, we use a binary RDF classifier for segmentation tree
construction, where the objective is to decide whether or not two
adjacent superpixels should be merged to a larger region. For
training we treat all adjacent superpixels with identical majority
ground truth label as positive samples and other pairs as negative.
If both superpixels have the void label assigned, they do not
contribute as training sample.

Of the three region-level scores we employ in Sec. 3.4, sPC is
directly provided by the averaged pixel-level label decision. For
the other two scores, sTH and sMC, we train additional classifiers
at the region level. We use a one-vs-all histogram intersection
kernel SVM for sTH (due to its superior performance on histogram
features) and perform a sigmoid mapping to convert the SVM
output to a positive score. For the sMC score, we train an RDF
classifier using our multi-cue features. In both cases, we compute
the segmentation tree on images in the training set and use all
regions in the tree with a ground truth overlap of 50 % or more
as region masks to extract the features. In all our experiments, we
construct the segmentation tree with a merging rate of p = 0.2
until we obtain nl = 10 levels.

The CRF weights λPC, λTH, and λMC are optimized using grid
search on the training set with the Pascal VOC intersection-over-
union (IoU) score [1] as objective function.

5 EVALUATION

We use two public datasets for our experimental evaluation, the
Daimler Urban Segmentation Dataset (DUS) [6] and KITTI [5].
Both provide stereo image pairs and intermediate frames for mo-
tion cues. The DUS dataset contains 500 images with pixel-level
semantic class annotations. For KITTI, we collect annotations
provided alongside previous publications [9], [37], [38], [39], [40].
We report numbers on all 216 annotated images provided for the
visual odometry challenge and use the remaining 211 images for
training.

5.1 Cues
The main cues of our approach as depicted in Fig. 2, pixel
classification (PC) and texton histograms (TH), have already
been described. The remaining cues are briefly outlined in the
following. Note that our approach is independent of the particular
algorithm used. Our choice is mainly motivated by balancing the
trade-off between quality and runtime.

Depth (D). To integrate depth information, we use dense disparity
maps computed using semi-global matching.

Point tracks (PT). Motion cues are integrated in terms of KLT
feature tracks [41], which give a set of sparse but reliable long-
term point trajectories. With the odometry information provided in
the dataset, motion induced by camera movement is compensated
using a Kalman filter, which provides an estimate of the 3D
velocity of observed obstacles. Motion cues are used for grouping
and classification of region proposals. Additionally, the tracks are
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Fig. 6. Encoding accuracy (red) and pixel classification accuracy (blue)
as a function of patch size. Note that each curve is normalized such
that its maximum value is 1. We observe that smaller patches are
better for encoding, while medium to large patches are good for pixel
classification. This trend is consistent on both datasets: Daimler Urban
Segmentation (DUS) and KITTI. The maximizing patch sizes are high-
lighted for each curve.

also used to stabilize the final labeling over time, as described
in Sec. 3.5.

Detectors (DT). We employ object detectors for pedestrians and
vehicles given that they are the most prominent dynamic objects
in street scenes. We use a two-stage detection system for both
classes, consisting of a fast Viola-Jones cascade [42] coupled with
a three-layer convolutional neural network [43] as an additional
verification module. Multiple detections across location and scale
are addressed using mean shift-based non-maximum suppression.

5.2 Encode-and-classify trees

In Fig. 6, we demonstrate the different demands on patch size
for pixel classification and region encoding, by training separate
standard RDF models for the two tasks. To assess region encoding
accuracy, we generate and classify histograms on the segment
level. As segments we use ground truth regions in the dataset,
as well as segments obtained by greedily grouping superpixels
using 3D proximity. Performance is reported using the average F-
score over all classes. We normalized both curves to a maximum
value of 1, as only the trends are important here. It can be seen
that the highlighted maxima of both curves do not coincide, hence
the maxima cannot both be obtained at the same time using a
single standard RDF. Executing two separate models with different
patch sizes would overcome this problem, however at the cost
of additional runtime. In contrast, a single forest of our encode-
and-classify trees with the restricted patch size S1 < S2 yields a
performance close to both maxima, while having the same runtime
as a single standard RDF as shown in c.f . Table 1. Despite the
small remaining gap in accuracy compared to using two separate
forests, we did not observe a drop of performance in the overall
system, while affording an increased efficiency.

In Fig. 7, we further investigate the trade-off between encoding
accuracy and histogram length by plotting the region classification
average F-score over all classes together with histogram length
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Fig. 7. Encoding accuracy (red, left axis) and histogram length (blue,
right axis) as a function of tree depth. It can be seen that with increased
depth encoding accuracy saturates rather quickly, but the histogram
length and thus histogram classification runtime grows continuously.
This shows that limiting the number of encoder nodes, i.e. the histogram
length, is important to set the optimal trade-off between accuracy and
runtime. We set the histogram length to 1000, as highlighted.

as a function of tree depth D. We use the length as a proxy
metric for runtime, as the runtime of our SVM classifier scales
linearly with histogram dimensionality. Furthermore, convergence
of the histogram length also indicates saturation of pixel-level
classification accuracy, as the trees have eventually solved the
training set completely. It is interesting to see that on both datasets
the region-level classification accuracy saturates rather quickly,
while the histogram length continues to grow, until it also starts to
saturate, but much later. This finding supports our claim that high
pixel-level classification accuracy requires deeply trained trees,
while shallow trees with less leaf nodes are sufficient for texton
extraction and also keep histogram classification runtime down.
Our encode-and-classify concept combines both objectives in a
single model, where only a sub-tree of an entire decision tree is
used for texton extraction, and the number of encoder nodes can be
chosen freely and independently of the remaining tree parameters.

In all our experiments, we use 5 trees in total with 200

TABLE 1. Standard RDFs and encode-and-classify (E&C) trees com-
pared on the DUS dataset with different patch size combinations. Ac-
curacy is given as average F-score, relative to the maximum possible
encoding and classification performance, according to Fig. 6. Using our
E&C trees with a smaller patch size S1 for encoding and a larger one
for classification S2 yields a performance close to the individual maxima
of standard RDFs. At the same time, they are more efficient compared
to using two separate standard models for encoding and classification
(center column).

standard RDF E&C trees

Patch size S1/S2 21a 81a 21/81b 21/81 31/81

Encoding acc. 1.0 .979 1.0 1.0 .999
Classif. acc. .955 1.0 1.0 .97 .987
Runtime [ms] 8 8 14 8 8
a Single model with one patch size for both encoding and classification
b Two separate models with different patch sizes for encoding and

classification
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(a) Label annotation Al (b) Object instance ann. Ao

(c) Label prediction Pl (d) Object instance pred. Po

Fig. 8. Overview of different annotation and prediction formats. Object
instance prediction (d) is generated from Algorithm 2. Note the false
positive vehicle prediction to the right of the pedestrians.

encoder nodes each, resulting in a 1000-dimensional region-
level histogram, c.f . Fig. 7. As feature channels we employ (1)
the raw gray scale image, (2) a 15-dimensional Haar wavelet
transform [44], (3) the 3D height above ground, (4) the verti-
cal disparity gradient image, and (5) normalized color channels
(KITTI only). According to the maxima in Fig. 6 and the results
in Table 1, we choose the patch sizes as S1/S2 = 31/81 for DUS
and S1/S2 = 5/21 for KITTI.

5.3 Object-centric evaluation

The Pascal VOC intersection-over-union (IoU) score [1] is a
common metric for evaluating scene labeling and is also the
preferred evaluation method on the DUS dataset. However, we
do not consider this score alone to be sufficient for the high range
of scales of objects in urban scenes. Since the IoU score is based
on counting pixels, it is dominated by objects at a large scale,
whereas smaller ones have only a minor impact. However, for most
practical applications, a metric that answers the question of how
well individual objects are represented in the scene is desirable.
Therefore, we complement the IoU score with an object-centric
evaluation, c.f . [45].

Algorithm 2 Generate object instances from label prediction.
These are used for an evaluation at the instance level.
Input: Label prediction P l, Object instance annotation Ao

Allocate searched object instance prediction Po

Rp ← connectedRegions(P l)
for all regions R ∈ Rp do

l← label(R)
// Find all candidate object instances for the region:
Co ← {o | o ∈ R(Ao) ∧ label(o) = l}
if Co = ∅ then

Po(R)← new object instance (false positive)
else

for all pixels p ∈ R do
// Find closest candidate object instance for p:
Po(p)← argmin

o∈Co
min

pixel q∈Ao, with
label(q)=label(o)

dist(p, q)

end for
end if

end for
Output: Po

To obtain such a metric, we divided the vehicle and pedestrian
annotations for the DUS dataset into individual instance labels that
will be made publicly available. Since our work aims to perform
scene labeling, it does not produce object instance predictions.
Yet, we argue that it is beneficial to assess the scene labeling
performance by taking instances into account.

To that end, we define an evaluation protocol, where we create
artificial instances given the pixel-level labeling output, see Fig. 8
for an example and Algorithm 2 for details. This procedure allows
for an interpretation of the pixel-level output in terms of true
positive, false positive or false negative instances. Therefore, the
contribution of per-pixel errors can be normalized with the scale
of the instance and the evaluation protocol allows instance-aware
evaluation without instance-level prediction.

A recently introduced metric to evaluate instance-level predic-
tions is the APr score from [49]. We follow this idea and compute
the IoU individually for each of our artificial instance predictions.
These overlaps are then thresholded at 0.5. In [49] a precision-
recall curve is plotted by varying a threshold on the prediction
likelihood. Since we do not have such likelihoods here, we are
restricted to a single operating point on this curve, for which we
report the F-score.

5.4 Results

On the DUS dataset, we compare our method to five baselines. The
authors either published their performance [6], [48] or have code
available [28], [46], [47]. For [47], we use the pairwise results
from the multiSeg example. The numbers for [28] are generated
with C# code provided by Matthew Johnson, one of the co-authors
of [28] and represent the final result of their two step approach.
Compared to this baseline, which is most closely related to our
encode-and-classify concept, we significantly improve labeling
accuracy. For all experiments we conduct with public software,
we use the default parameters set in the code. Links to the used
software packages are provided with the respective reference.
The authors of [6], [48] kindly provided their inferred results
to allow for an evaluation with our novel object-centric metric.
Figure 9 shows qualitative results of our approach and the best
baseline [46]. For the KITTI dataset, there are no reported results
available that make use of all annotated images. Therefore, we
only compare to [28], [46], [47].

Tables 2 and 3 clearly indicate that our approach outperforms
the baselines on both datasets regarding scene labeling quality. In
particular, traffic participants (vehicle, pedestrian) are recognized
with superior performance in terms of pixel and object accuracy,
mostly as a result of incorporating the additional object detectors
at multiple levels in our system; on KITTI our approach outper-
forms the baselines by a margin of 30 %. We further observe
that the results based on Stixels outperform GBIS, which in
turn outperform those based on SEOF. We attribute this to the
main properties of the individual superpixel variants. Stixels are
specifically designed for street scenes, whereas GBIS and SEOF
are more generic.

In addition to those three superpixel variants, we also show
results when using the gPb-owt-ucm segmentation tree from [19].
This method does not take depth into account, but is still highly
competitive and has been used as the basis for the segmentation
trees in [4] and [7], which we consider as related to our approach.
For the UCM SPs column in Table 2, we chose a single threshold
in the ucm hierarchy to extract superpixels with a size similar to
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Fig. 9. Qualitative results on the DUS dataset compared to the ground truth and the best performing baseline. From left to right: ground truth,
baseline [46], and our results for SEOF, GBIS and Stixels superpixels.

TABLE 2. Quantitative results on the DUS dataset with official train/test split compared to five baselines (left). We show pixel accuracy (IoU), object
accuracy (F-score), and runtime. Additionally, we report results using Stixels, where detections (-DT), point tracks (-PT), and their combination (-DT,
-PT) are removed from the full system to demonstrate their influence on the overall performance (right).

Baselines This paper Cues removed (Stixels)

[28] [47] [6] [48] [46] UCM Tree UCM SPs SEOF GBIS Stixels -DT -PT -DT, -PT

IoUa [%] 70.1 73.5 80.6 84.5 86.0 81.8 80.7 83.5 84.3 85.7 84.2 84.9 82.6
IoUb [%] 58.3 44.9 72.4 73.8 74.5 79.6 81.0 78.4 79.1 79.9 75.9 78.8 73.2
F-scoreb [%] 53.3 65.1 81.4 85.1 83.8 82.8 79.7 79.6 81.2 86.4 82.7 84.5 80.4
Runtime [ms] 125 5200 150c 2800 105 104 104 104 410 163 118 138 93
a Average over all classes
b Average over dynamic objects: vehicle, pedestrian
c This also includes computation time for stereo and Stixels, which are neglected in the runtimes reported in [6].

the other superpixel variants and compute our hierarchy on top
of it. For the UCM Tree column, we choose 10 representative
thresholds to remove our hierarchy generation completely from
the system and use the ucm tree instead. We find that performance
drops drop when using the ucm tree, which shows the benefit of
our proposed multi-cue segmentation tree.

For a second experiment, we limit ourselves to using Stixels
as superpixels and evaluate the contributions of the external cues
introduced in Sec. 5.1, i.e. detectors and point tracks. If a single
cue is omitted, the overall performance decreases, but our method
is still competitive to all baselines. As soon as both cues are left
out, performance drops more significantly.

Runtime is evaluated using an Intel Core i7 CPU and a
NVIDIA GTX 770 GPU. We report the total amount of time spent
to label a single image including the computation of all cues in
Table 2. For depth, we assume 50 ms runtime as reported for the
dataset [6]. As the reference implementation of [28] is not tuned

TABLE 3. Quantitative results on the KITTI dataset compared to three
baselines.

Baselines This paper

[28] [47] [46] Stixels

IoUa [%] 53.7 70.7 73.9 75.8
IoUb [%] 27.1 41.9 50.4 65.2
a Average over all classes
b Average over dynamic objects: vehicle, pedestrian

Runtime of individual components in ms

Stereo depth maps

Detectors

Point Tracks

Stixels

Segmentation tree
classification &
inference

Segmentation tree
construction

Encode-and-classify
trees

50

8
7

27

25

45

Fig. 10. Breakdown of the 163 ms runtime reported with Stixel super-
pixels in Table 2 into the individual components of our overall system.
The two tree-structured models we focus on in this work, i.e. encode-
and-classify trees and the multi-cue segmentation tree, only use about
10% of the overall time, clearly indicating its efficiency.

for fast execution, we quote the optimized timing results originally
reported in [28]. In summary, our system has a faster parsing
time compared to most baselines. Only [6] and [28] are slightly
faster, but at the cost of a large drop in scene labeling quality. In
Fig. 10, we break down the overall system runtime of our method
with Stixel superpixels into individual component runtimes, to
demonstrate the efficiency of the tree-structured models we focus
on in this work. The combined execution time of our encode-and-
classify trees and our multi-cue segmentation tree (construction,
classification, and inference) takes up less than 10% of the overall
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runtime, which clearly indicates its efficiency. We can further
reduce the overall runtime in an online setup by pipelining the
components. In doing so, we achieve a throughput of 20 fps at the
cost of one frame delay, as no individual component takes longer
than 50 ms, and stereo depth maps, detectors, and point tracks can
be computed in parallel.

Conceptually, our approach combines the central ideas from
the two most runtime efficient methods [6], [28] and extends them
with tree-structured CRF inference, multiple cues and the encode-
and-classify concept. In this way, we are able to significantly
improve labeling accuracy compared to these methods, while
maintaining fast inference time.

6 CONCLUSION

In this paper, we proposed a system for urban scene labeling based
on two tree-structured models: encode-and-classify trees at the
pixel level and a multi-cue segmentation tree at the superpixel
level. Both tree structures are tightly coupled to achieve high label-
ing performance while being computationally efficient at the same
time. Most prominently, we increase the labeling performance
for the two most relevant and challenging classes (vehicles and
pedestrians) by a significant margin despite near real-time speeds.
We take this as evidence for the suitability of our coupled trees
and the holistic integration of multiple cues.
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[6] T. Scharwächter, M. Enzweiler, U. Franke, and S. Roth, “Stixmantics:
A medium-level model for real-time semantic scene understanding,” in
ECCV, 2014.

[7] S. Gupta, R. B. Girshick, P. Arbeláez, and J. Malik, “Learning rich
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[13] P. Arbeláez, B. Hariharan, and C. Gu, “Semantic segmentation using
regions and parts,” in CVPR, 2012.
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Research & Development, Böblingen, Germany. Since 2015, he is a full-
time employee at Daimler R&D. His research focuses on efficient urban
scene understanding for autonomous driving.

Timo Rehfeld received the Diploma degree in
computer engineering (Technische Informatik)
from RWTH Aachen University, Germany, in
2013. During his studies he spent an exchange
semester at KEIO University, Tokyo, Japan,
where he studied Japanese and conducted re-
search in teleoperation robotics. After graduation
he started to work toward the PhD degree with
Daimler Research & Development, Böblingen,
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